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Known ways of testing for 
availability
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You can’t keep blaming your cloud 
provider
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Why is there a fear of Chaos when it’s 
inevitable?





Meet “Chaos Carol”



Where is Carol starting her Chaos?  





Start with a steady state
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There isn’t always money in microservices



Randomly turn things 
off?

Recreate things that 
already happened?





Let people know? 
Let the Chaos run 
automatically?











Socialization
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● Focus more on asking the questions, rather than 
answering them.

● Find customers willing to try first. Then share their stories.
● Be honest. Don’t make false promises about what Chaos 

will do.
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ChAP
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Targeted Chaos: Kafka Problems
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Targeted Chaos: Kafka Ideas
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“We ran a chaos experiment which 
verifies that our fallback path works 

(crucial for our availability) and it 
successfully caught a issue in the 
fallback path and the issue was 

resolved before it resulted in any 
availability incident!”



“While [failing calls] we discovered an increase in 
license requests for the experiment cluster even 
though fallbacks were all successful. This likely 

means that whoever was consuming the fallback 
was retrying the call, causing an increase in 

license requests.”
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Should you develop 
experiments for the 
service teams?

Let them do it on their 
own?



Takeaways
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