
FROM RESEARCH 
TO PRODUCTION 
WITH PYTORCH

JEFF SMITH 
ENGINEERING MANAGER 
FACEBOOK AI  



AGENDA 01 
WHAT IS  PYTORCH 

02 
RESEARCH TO PRODUCTION 

03 
PRODUCTION PYTORCH 

04 
ECOSYSTEM 

05 
RESOURCES FOR DEVELOPERS





TRANSLATION SPARK AR OCULUS VR BLOOD DONATIONS





400T+
PREDICTIONS PER DAY



1B+
PHONES RUNNING NEURAL NETS GLOBALLY
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DATASETS & DATA LOADERS

TORCH.DATA

MODELS,  DATA

TORCH.VISION

AUTO DIFFERENTIATION

TORCH.AUTOGRAD

OPTIMIZERS

TORCH.OPTIM

TORCH SCRIPT DEPLOYMENT

TORCH.JIT

NEURAL NETWORKS

TORCH.NN





TRAINING

LOADING DATA,  MISC

THE FORWARD PASS

DEFINING OUR NET
import torch 

class Net(torch.nn.Module): 
    def __init__(self): 
        self.fc1 = torch.nn.Linear(8, 64) 
        self.fc2 = torch.nn.Linear(64, 1) 
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    def forward(self, x): 
        x = torch.relu(self.fc1.forward(x)) 
        x = torch.dropout(x, p=0.5) 
        x = torch.sigmoid(self.fc2.forward(x)) 
        return x
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net = Net() 

data_loader = torch.utils.data.DataLoader( 
    torchvision.datasets.MNIST('./data')) 

optimizer = torch.optim.SGD(net.parameters())
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TRAINING

LOADING DATA,  MISC

THE FORWARD PASS

DEFINING OUR NET
for epoch in range(1, 11): 
    for data, target in data_loader: 
        optimizer.zero_grad() 
        prediction = net.forward(data) 
        loss = F.nll_loss(prediction, target) 
        loss.backward() 
        optimizer.step() 
    if epoch % 2 == 0: 
        torch.save(net, "net.pt")
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HARDWARE EFFICIENCY
OPTIMAL PERFORMANCE ON  
CPU/ GPU/ ASIC





SCAL ABIL ITY
TRAINING ON HUGE DATASETS 
BILLIONS OF INFERENCES PER SECOND





CROSS-PL ATFORM
EMBEDDED OR MOBILE DEVICES 
CONSTRAINED SYSTEM ENVIRONMENTS





RELIABIL ITY
TRAINING JOBS RUNNING FOR WEEKS 
100S OF GPUS



TORCH.J IT  TO CAPTURE AND OPTIMIZE 
PYTORCH CODE



EXPERIMENT EXTRACT 
TORCHSCRIPT

OPTIMIZE AND 
DEPLOY

TORCH.J IT  TO CAPTURE AND OPTIMIZE 
PYTORCH CODE



LEVERAGING TORCH.J IT



EAGER MODE

EXPERIMENTS

TRAINING

PROTOTYPING

torch.jit.trace

@torch.jit.script

SCRIPT MODE

COMPILER

MOBILE

SERVER

LEVERAGING TORCH.J IT
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SHARED DOMAIN CODEBASE 

PYTORCH
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PYTEXT IN MESSENGER



Real Time

Designed to Scale

Different Languages

PYTEXT IN MESSENGER
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LEVERAGING THE 
IMMUNE SYSTEM AND 
AI  TO F IGHT CANCER



PREDICTIVE DRIVER 
ASSISTANCE
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PYTORCH

DOMAIN-AGNOSTIC 
ABSTRACTIONS DEPLOYMENT AUTOMATION

UN-FRAMEWORK FOR  
BAYESIAN OPTIMIZATION BUILT ON PYTORCH

PROBABIL ISTIC MODELING 
IN GPYTORCH

BOTORCH

AX



ADAPTIVE EXPERIMENTATION FOR NEWS 
FEED RANKING



EXPERIMENT 
CANDIDATES

OFFLINE 
S IMUL ATION

ONLINE           
A  /  B  TEST

AX /  
BOTORCH

MULTITASK MODEL

ADAPTIVE EXPERIMENTATION FOR NEWS 
FEED RANKING





AX BOTORCH
AX.DEV BOTORCH.ORG



GIVING BACK TO THE COMMUNITY



BOTORCH PYTEXT TRANSL ATE HORIZON

PYTEXT

GIVING BACK TO THE COMMUNITY
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FULL STACK APPROACH
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DATA

MODELS

LIBRARIES

FRAMEWORKS

COMPILERS & OPTIMIZERS

HARDWARE

HOUSE3D,  CLEVER

FAI3 .5B,  RESNEXT3D

PYTEXT,  HORIZON,   
DETECTRON,  TRANSL ATE

PYTORCH 1 .0

GLOW, TVM

ZION,  B IG BASIN,  T IOGA PASS

FULL STACK APPROACH
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ECOSYSTEM





EASY ON-BOARDING  
IN THE CLOUD

GOOGLE CLOUD 
PLATFORM

AMAZON 
WEB SERVICES

MICROSOFT 
AZURE









Thanks to Nick Fel t  (Google),  Wi l l iam Chargin (Google),  Mani Varadarajan (Google),  Or ion Rebl i tz-Richardson (FB),  Tzu-Wei Huang  



EDUCATION



PyTorch is now the 
second-fastest growing 
open source project on GitHub

Source: venturebeat.com/2018/10/16/gi thub-facebooks-pytorch-and-microsofts-azure-have-the-fastest-growing-open-source-projects/







PRIVACY IN AI  -  FREE COURSE

FACEBOOK FUNDING  
300 SCHOL ARSHIPS TO  
CONTINUE EDUCATION

FULL CURRICULUM OF DL 
COURSES TAUGHT WITH 
PYTORCH

SOME OF THE CL ASSES 
BASED ON PYTORCH:  





OVER 1 .5  MILLION MINUTES 
VIEWING TIME PER MONTH

100K MONTHLY VIDEO VIEWS

GLOBAL COMMUNITY OF 
STUDENTS FROM THE US TO 
BENGALURU TO L AGOS

1
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PYTORCH

EXPERIENCE INSTANTLY ON 
COL AB

GET STARTED ON THE 
CLOUD

INSTALL LOCALLY



JOIN THE PYTORCH  
DEVELOPER COMMUNITY

FACEBOOK.COM / PYTORCH

TWIT TER.COM / PYTORCH

PYTORCH.ORG


