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DYNAMIC HARDWARE
NEURAL ACCELERATED
NETWORKS INFERENCE

EAGER & DISTRIBUTED SIMPLICITY
GRAPH-BASED TRAINING OVER

EXECUTION COMPLEXITY







TORCH.NN

NEURAL NETWORKS

TORCH.OPTIM

OPTIMIZERS

TORCH.VISION

MODELS, DATA

TORCH.JIT

TORCH SCRIPT DEPLOYMENT

TORCH.AUTOGRAD

AUTO DIFFERENTIATION

TORCH.DATA

DATASETS & DATA LOADERS






torch

DEFINING OUR NET

Net(torch.nn.Module):
def (self):

self.fcl torch.nn.

self.fc2 torch.nn.
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THE FORWARD PASS

def
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(self, x):

torch. (self.fcl.
torch. (x, p )
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LOADING DATA, MISC

net ()

data loader

torch.utils.data.

torchvision.datasets. ('./data'))

optimizer

torch.optim. (net.

(
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data loader

torch.utils.data.

torchvision.datasets. ('./data'))

optimizer

torch.optim. (net.

(



epoch (1, ) :
data, target data_loader:

optimizer. ()
prediction = net. (data)
loss : (prediction, target)
loss. ()
optimizer. ()
epoch

TRAINING

torch. (net, "net.pt")
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HARDWARE EFFICIENCY

OPTIMAL PERFORMANCE ON
CPU/GPU/ASIC
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TRAINING ON HUGE DATASETS
BILLIONS OF INFERENCES PER SECOND
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RELIABILITY

TRAINING JOBS RUNNING FOR WEEKS
100S OF GPUS
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() TORCH.JIT TO CAPTURE AND OPTIMIZE
PYTORCH CODE

A G X

EXPERIMENT EXTRACT OPTIMIZE AND
TORCHSCRIPT DEPLOY
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LEVERAGING TORCH.JIT

EAGER MODE

PROTOTYPING

TRAINING

EXPERIMENTS

@torch.jit.script

torch.jit.trace

SCRIPT MODE

SERVER

MOBILE

COMPILER
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NEW IDEA / PAPER

PYTEXT

MODEL AUTHORING

TRAINING

EVALUATION

PARAMETER SWEEPING
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NEW IDEA / PAPER

SMALL-SCALE
METRICS
PYTHON
SERVICE

MODEL AUTHORING

PYTORCH
TRAINING MODEL
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EXPORT TO TORCHSCRIPT
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AX BOTORCH

AX.DEV BOTORCH.ORG
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() FULL STACK APPROACH

DATA

MODELS

FRAMEWORKS

COMPILERS & OPTIMIZERS

HARDWARE




() FULL STACK APPROACH

DATA HOUSE3D, CLEVER

MODELS FAI3.5B, RESNEXT3D

PYTEXT, HORIZON,
DETECTRON, TRANSLATE

FRAMEWORKS PYTORCH 1.0

COMPILERS & OPTIMIZERS GLOW, TVM

HARDWARE ZION, BIG BASIN, TIOGA PASS




PYTORCH
ECOSYSTEM

O P)/TO rch Get Started Features

ECOSYSTEM

Tap into a rich ecosystem of tools, libraries, and more to support, accelerate,
and explore Al development.

Join the PyTorch ecosystem

AllenNLP

AllenNLP is an open-source research library built on PyTorch for
designing and evaluating deep learning models for NLP.

fastai

fastai is a library that simplifies training fast and accurate neural nets
using modern best practices.

Ecosystem Blog Tutorials Docs Resources

ELF

ELF is a platform for game research that allows develoy
test their algorithms in various game environments.

Flair

Flair is a very simple framework for state-of-the-art nat
processing (NLP).
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o¢ fairing-demo w

DASHBOARD ACTIVITY /2’ CUSTOMIZE

©  Quick Access is disabled. To turn it on, change your Web & App Activity [/ setting.

&® Project info £} Compute Engine & Google Cloud Platform status

Project name CPU (%) % Google Cloud Networking incident #19007
fairing-demo Cloud Router issue in us-centrall

0.37 . .
Project ID Began at 2019-04-04 (16:07:03)
caip-dexter-bugbash 0.36 All times are US/Pacific

Project number Data provided by status.cloud.google.com

0.35
186211638407
0.34 —> Go to Cloud status dashboard
—> Go to project settings
0.33
0.32 B BiIIing :
: 5PM 5:15 5:30 5:45
& Resources : Estimated charges USD $855.73
instance/cpu/utilization: 0.346 i - .
G} Compute Engine For the billing period Apr 1 - 4, 2019
18 instances
= Storage —> Go to Compute Engine —> View detailed charges
16 buckets
API APIs : (&) Error Reporting :
== Trace : Requests (requests/sec) Top errors in last 24 hours
No trace data from the past 7 days 9 6 AttributeError

predict()(seldon_methods.py)

A 8
. ) | 6 TypeError
—> Get started with Stackdriver Trace | Sllonk irachoifiaser: smodeling

| 7
,I \ 6 [0 File “<ipython-input-5-f0f2473b0796>", line 27, in predict

N f / .
. e A M [N A A / /\ 7 6 client_predict()(user_model.py)
: . NN YW "V ANA— |./ \W -P - 2
® Getting Started : V V\ \V/ V"™V |/ W
API Explore and enable APIs ~> Go to Error Reporting
4
- 5PM 5:15 5:30 545

Deploy a prebuilt solution

i ® Requests: 6.000 @ News
“m: Add dynamic logging to a running application

> Goto APIs overview Announcing the Cloud Healthcare API beta: Improving data access
(@ Monitor errors with Error Reporting and shareability across organizations
5 hours ago
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Word2Vec 10K -
Label by

word v
Color by

No color map v

Sphereize data @

Load data Publish

Checkpoint: Demo datasets

Metadata: oss_data/word2vec_10000_200d_
labels.tsv

[-SNE PCA CUSTOM

X ‘
Component #1 ~ Component #2 ~

Component #3 ~

PCA is approximate. @

Total variance described: 8.5%.

BOOKMARKS (0) @ A

Thanks to Nick Felt (Google), William Chargin (Google), Mani Varadarajan (Google), Orion Reblitz-Richardson (FB), Tzu-Wei Huang
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PyTorch is now the
second-fastest growing
open source project on GitHub

Source: venturebeat.com/2018/10/16/github-facebooks-pytorch-and-microsofts-azure-have-the-fastest-growing-open-source-projects/
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FACEBOOK FUNDING
300 SCHOLARSHIPS TO
CONTINUE EDUCATION

FULL CURRICULUM OF DL
COURSES TAUGHT WITH
PYTORCH
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O PyTorch Get Started Features Ecosystem Blog Tutorials Docs Resources GitHub Q

GET STARTED

Select preferences and run the command to install PyTorch locally, or get

started quickly with one of the supported cloud platforms.

Start Locally Start via Cloud Partners Previous PyTorch Versions

START LOCALLY

Select your preferences and run the install command. Stable represents the most currently tested and supported version of
PyTorch 1.0. This should be suitable for many users. Preview is available if you want the latest, not fully tested and supported,
1.0 builds that are generated nightly. Please ensure that you have met the prerequisites below (e.g., numpy), depending on
your package manager. Anaconda is our recommended package manager since it installs all dependencies. You can also install

previous versions of PyTorch. Note that LibTorch is only available for C++.

PyTorch Build Stable (1.0) Preview (Nightly)
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