HERE TICAL RESILIENCE
(TO REPAR IS HUMAN)

Ryn Daniels - (@rynchantress
QCon New York 2018



. Bridget Kromhout &
@bridgetkromhout

Shoutout by @jezhumble at #srecon to
@rynchantress for when they were awarded
Etsy’s three-armed sweater by @allspaw - we
should all learn from failure. Q_Q

12:19 PM - 28 Mar 2018 from Agnew, Santa Clara
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MY SIDE OF
THE STORY

AKA: A DRAMATIC
RETELLING OF THE
TIME | NEARLY BROKE
ETSY DOT COM
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Ryn Daniels
@rynchantress

So pleased to have won this year's Three-
Armed Sweater Award for that time |
accidentally upgraded apache! Thanks
@allspaw! <3 #opslife
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THE POST-MORTEM
AKA: WHAT THE HECK ACTUALLY JUST HAPPENED?
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THE POST-MORTEM

AKA: WHAT DID WE LEARN?
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DID THE
SITE STAY UP?
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LESSON 1

Always keep '/ servers out of config
management, just 1n case.
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LESSON 1

CONSIDER_FALLBACKS
FOR AUTOMATION
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DISTRUSTING YOUR AUTOMATION

 How wi1ll you detect problems?

« How easi1ly can you test vyour
automation?

+ Can you turn the automation off?

« Do you remember how to do the thing
manually?
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HOW DID WE
RESPOND SO
FAST?
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LESSON 2

Create a Slack Team 1n charge of
malntalning a proper amount of slack 1n
case of 1ncidents.

@RYNCHANTRESS QCON NYC 2013



LESSON 2
MAINTAIN ADAPTIVE CAPACITY
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TWIDDLING YOUR THUMBS

+ How do people ask each other for
help?

 Which teams have more or less slack?

+ What happens after work gets
rearranged?

@RYNCHANTRESS QCON NYC 20138
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LESSON 3

Buy a couple botnets to DDoS vyour
monitoring tools every now and then.

@RYNCHANTRESS QCON NYC 2013



LESSON 3

UNDERSTAND THE DEPENDENCIES
N YOUR TOOLING

@RYNCHANTRESS QCON NYC 20138



WATCHING THE WORLD BURN

- What do your monitoring/automation/
orchestration tools depend on?

» Who watches the watchers?

+ How do you communicate 1nternally
and externally?

Do you have backup tools?

@RYNCHANTRESS QCON NYC 20138



WHAT
- ACTUALLY WENT
WRONG WITH
CHEF?
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LESSON 4

Always label your dragons.
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LESSON 4

MAKE INFORMED DECISIONS ABOUT
WHICH YAKS TO SHAVE.
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CHOOSING YOUR YAKS WISELY

 Which teams have sufficient slack?

+ Can a problem be avoided 1f not
solved?

 What are the tradeoffs and
opportunity costs?

 Who has the precilision yak razors?

@RYNCHANTRESS QCON NYC 20138
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LESSON 4.5

Hire the person who created the primary
language your site 1s written 1n.
(This always scales.)

@RYNCHANTRESS QCON NYC 2013



LESSON 4.5

DEVELOP DEPTH OF
INTER-TEAM RELATIONSHPS

@RYNCHANTRESS QCON NYC 20138



FINDING YOUR OWN RASMUS

 Which areas only have one (or two)
people who understand them?

« How 1s i1information shared within
your organilization?

 What behaviors are rewarded?

@RYNCHANTRESS QCON NYC 20138



SN« STELLA

@cncnzns Report from the SNAFUcatchers Workshop on Coping With Complexity
Brooklyn NY, March 14-16, 2017
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LESSON 2

Glive people 11l-fitting clothing
when they mess up.
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LESSON 5

ENCOURAGE. ORGANIZATIONAL
L EARNING

@RYNCHANTRESS QCON NYC 20138



A WARNING TO OTHERS

+ How do people respond to 1ncidents?

+ What happens after an 1ncident?

+ How are remedliation 1tems
prioritized?

+ What happen to the bandaid
solutions?

@RYNCHANTRESS QCON NYC 20138
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TECHNOLOGY CAN BE ROBUST.*
ONLY HUMANS CAN BE RESILIENT.

*for some already—-known, pre-defilined subset of problems
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-3 John Allspaw e Yy
@Y ©@alspaw WL

If the story is only about software and/or
hardware, it cannot be about "resilience” -
it's likely about "robustness.”

Resilience Is about *people® and the explicit
support for their ability to adapt to
unforeseen circumstances.

7:23 PM - 26 Jun 2018
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1. UNDERSTAND YOUR AUTOMATION
2. MAINTAIN ADAPTIVE CA ACITY

3. KNOW YOUR DEPEND

4 BULD CROSS-TEAM RELATIONSHPS
5. ALWAYS BE LEARNING
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THANK YOU!
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