





NETFLIX ORIGINAL

UNBREAKABLEKIMMY SCHMIDT

91% Match 2017 TV-14 3 Seasons
Season 4 Coming May 30

S1:E1 "Kimmy Goes Outside!"
§
Imprisoned by a cult leader as a teenager, Midwesterner Kimmy is

freed after 15 years. The first thing she decides to do is move to New

4 MyLIST




NETFLIX

» ) Unbreakable Kimmy Schmidt S1:E1 Kimmy Goes Outside!




Whoops, something went wrong...

Netflix Streaming Error
We’re having trouble playing this title right now. Please try again later or select a different title.



- pili & #LoSiento #SS7inArgentina - o
@ @piligarciac m

What's up with Netflix? My Kimmy Schmidt!
#netflixdown

| need human'contact, Spoon me.
GIF &-‘.‘

3:10 PM - 29 Sep 2016
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Functional Sharding

Shard A

Shard B Shard C

RPC tuning

Client

Server
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- HYSTRIX

DEFEND YOUR APP

Bulkheads & Fallbacks
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Chaos
Engineering

Casey Rosenthal, Lorin Hochstein,
Aaron Blohowiak, Nora Jones
& Ali Basiri




How to fail well?

Non-Critical
Service Owner.

How to stay up in spite of
change and turmoil?

~

How to help teams build
more resilient systems?

Critical Service
Owner.

Chaos
Engineer.

>



Service Criticality

Driver free car.jpg, CC BY-SA 3.0, BP63Vincente 2015, Wikimedia



https://commons.wikimedia.org/wiki/File:Driver_free_car.jpg
https://commons.wikimedia.org/w/index.php?title=User:BP63Vincent
https://www.flickr.com/photos/forcedrhubarb/

Service Criticality

KPI = Playback Starts Per Second (SPS)
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‘Service D Service E

_____________

___________________________

ServiceB| | ServiceC | ServiceG

_______ > Non-CriticaI
Critical







Non-Critical
Service

Critical Service Chaos
Ownel’. Owner. Engineer.



Worlds will collide. _
Set in a world of greed, betrayal, :
intrigue and rivalry, “Marco Polo™ ¢
the famed explorer’s adventures in Kublai
Khan's court.

Lorenzo Richelmy, Benedict Wong, Chin Han
TV Shows, US TV Shows

© Play from beginning

@" Episodes and more

B Audio and Subtitles




My service is non-critical,
who needs Chaos?

How do you know your
service is non-critical?
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S DEFEND YOUR APP

https://github.com/Netflix/Hystrix

Insights o Bulkheads
Timeouts Circuit Breakers Fallbacks


https://github.com/Netflix/Hystrix

Badging Service (Non-Critical)
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| Svenn Amish {¥ 2 Follow
amishschool

With Netflix down | had to make small talk with
my kids with questions like "how was school?"
and "what's your name again”?"

8 26 FAQRssMa

9:50 PM - 21 Oct 2016




Surprise! Badging is Critical!

API Service

& HYSTRIX
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Badging Service




Gaps in Traditional Testing

e Environmental factors may
differ between test and
production (config, data, etc.)

e Systems behave differently
under load than they do in a
single unit or integration test

e Users react differently to
failures than you expect.




/How to fail well? A

e Functioning fallbacks.
e Use Chaos to close gaps in traditional
\ testing methods. Y

A e
Non-Critical

Service
Critical Service Chaos
Ownel‘. Owner. Engineer.




Critical
Service

Non-Critical Chaos

Service Owner. Ownel’. Engineer.



Protect your service
(and your customers)




-

How can | decrease the blast
radius of failures?

~

J

How about functional
sharding!




Playback Service Architecture

API Service API Service API Service

Playback Service

v

URL Service




CRITICAL

Customer
Streaming
ImMpact

NON-CRITICAL

Experience or
Performance
ImMpact



Playback Service Functional Shards

API Service API Service API Service

Critical Playback Non-Critical
Service ~ Playback Service
I —— .l ____________________
y oo
Critical URL ' Non-Critical

Service ~ URL Service |




STAND BALIS

I'M GOING TO TRY

CC BY-NC 2.5, Randall Mun


https://xkcd.com/

Experimenting with Shards

v/ l/ M

API Service API Service API Service

Critical Playback

Service
Y
. Non Critical |
URL Service URL Service i







Customer Behavior Insights

v/

l/ l./

API Service

API Service API Service

Service

Critical Playback

L/

URL Service

Non Critical |
URL Service §

__________________________




How do | confirm my system
is tuned properly?

Inject latency, of course!




Dependency Tuning

_____________________________________________

Playback Q — Customer Tag
&3 )

Service Service
Retries

e Timeouts

e Load balancing
strategies

e Concurrency limits

e Circuit breakers
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Calendar*, CC BY 2.0, Dafne Cholete 2011, Flikr


https://www.flickr.com/photos/forcedrhubarb/6924506086
https://www.flickr.com/photos/dafnecholet/5374200948
https://www.flickr.com/photos/forcedrhubarb/

Playback Service » Customer Tag Service

4

Playback Service

O

' Customer Tag
Service



Latency Injection - Round 1

4

Playback Service

O

Customer Tag
Service



Latency Injection - Round 2

| %8

Playback Service

O

Customer Tag
Service



Latency Injection - Round 2

300ms timeout

Playback Service

o P 4
P P 4
350ms@//\x Out of time!!

1. Customer
Tag Service

2. URL Service




Continuous Experimentation FTW!

e Fewer changes between
experiments make it easier to
Isolate the regression.

e Fine-grained experiments
scope the investigation (as
opposed to outages where
there are lots of red-herrings).




o

e Functional sharding for fault isolation.
e Tune RPC calls.

\_

How to stay up in spite of change and turmoil?

e Use Chaos to validate config and resiliency strategies.

/

e d@itical

Service
Non-Critical
Service Owner. Ownel‘.

Chaos
Engineer.



Chaos

Non-Critical Critical Service

Service Owner. owner. Enginee I.
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How do you help teams build

more resilient systems? We need to do more of the
heavy lifting.

Perhaps the Principles of
Chaos can help!




Principles of Chaos

e Minimize Blast Radius i

e Build a Hypothesis around ==
Steady State Behavior i

e Vary Real-world Events

e Run Experiments in
Production

e Automate Experiments to
Run Continuously

'z;n!ﬂw |

M‘i

https://principlesofchaos.org/



https://principlesofchaos.org/

Test v. Production


https://www.flickr.com/photos/ariels_photos/4195885445
https://www.flickr.com/photos/ariels_photos/
https://www.flickr.com/photos/forcedrhubarb/
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How can we Minimize Blast
Radius?

Safety, safety, safety!!




Kill Switch

Logged in as Haley Tucker STOP CHAOS




Canary Strategy

Service A Service B — Service C

Service B
(Control)

Service B
(Experiment)




Limit Impact

Total Traffic Impacted

5.0%

Experiment Cluster Status

Latency api-prod In Progress

Latency dredd-prod In Progress

Failure api-prod Queued
Production

95.0%




Limit When Experiments can Run

Come in we're

Business Hours

Tuesday 9:00 - 5:00
Wednesday
Saturday Closed 1

_ Closed Holidays




Ensure Failures are Addressed

The most recent execution of this test case failed. It cannot be re-run until the issues from the previous experiment have been resolved. Please address the issues and 'Mark Resolved' when ready. X

pbf_evcache_fail A - |

General Advanced

Test Case Name pbf_evcache_fail

Duration 30 Minutes
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2. FErrorsin chaos code unrelated
to the experiment in question.

1. Control errors too high. \ i SR Y \ IHIE "”
et ] -

3. Platform components crashing
(monitoring, worker nodes, etc).
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How should we Build a
Hypothesis around Steady
State?

~

J

Observability is key!

Add effective monitoring,
analysis, and insights.




KPIs (real-time)

TR—

- 1.5
40 _| 40 |
1_|
20 _| 20 _|
0.5 _|
2018-06-04 10:31:55 KPI: SERVER_DPS, Kind: successes, Streams: control: 489, experiment: 729. Time interval: control: 585 seconds, experiment: 584 seconds. Difference exceeded

absolute threshold (240 streams) and relative threshold (33%).

2018-06-04 10:31:55 SPS impact detected, stopping run early

0.03 _| = {
1
0.75 Llﬁ ’\(vf -

0.02 ;l

I
11:15 11:20 11:25 11315 11:20 11:25




Insights

Chap Cluster Breakdown Chap KPI Breakdown Chap Success/Error Breakdown

Chap Country Breakdown Chap Device Breakdown

|

v

@ elastic




Automated Canary Analysis (ACA)

Delivery = PIPELINES ~ CANARY CONFIGS ~ CANARY REPORTS
BASELINE CANARY TIME THRESHOLD
. SOURCE
exam p[e-co nflg m SCOPE LOCATION SCOPE LOCATION START END STEP MARGINAL  PASS Report
myapp--baseline us-east-1 myapp--canary us-east-1 2018-04-06 12:33:50 PDT 2018-04-06 14:33:50 PDT 1 min 75 95 Metrics
m SYSTEM METRICS
182
METRIC NAME RESULT
CPU Pass 180
Error Requests
o .
Incoming TCP Connections @
176
Latency 50th
Latency 90th 17
Latency 99th 172 L4
Load Average Pass I
Outgoing TCP Connections
168
Successful Requests @ 12:33 pm 1:03 pm 1:33 pm 2:03 pm
[ Baseline ] Canary
Threads GRAPH: Amplitude vs. Time Histogram
tcpinSegs @ NAME

Successful Requests

https://medium.com/netflix-techblog/automated-canary-analysis-at-netflix-with-kayenta-3260bc7acc69



https://medium.com/netflix-techblog/automated-canary-analysis-at-netflix-with-kayenta-3260bc7acc69

ChAP ACA Configurations

chap-injections & [ZE3)
| PASSED

chap-kpis ¢

chap-requests ¢ [[ZE52)

chap-system 4

Validate the experiment itself

Validate the real-time monitoring didn’t miss
anything

Check for service failures even if they didn’t
cause an impact in KPIs

See if your service is approaching an
unhealthy state



4 )

How do you Vary Real-world
Events in an automated

fashion?
By carefully designing and

J prioritizing your experiments, of
course!




Understand the Service Under Test

Dependency Insights:
Timeouts
Retries
% of Requests Involved
Requests Per Second
Latency
Hystrix Commands

o Fallbacks

o Timeouts




Read Timeout Max Auto Max Auto Retries

Service Name NIWS Client Name NIWS App Name Sequence Retries Next Server Max RPS Average RPS Hystrix Commands Hystrix Timeouts
+ dhs dhs-client dhs 300 0 1 -— =3 PublishCdmidCommand 1000
+ laseoffline laseoffline-client laseoffline 900 0 0 — = ReleaseLicenseDependencyCommand 225 QTTTTVN
+ playready is-client playready 250 0 1 = = PlayreadyLicenseCommand | | "= 500
PlayreadySecureStopRespCommand | =~ = 500

300.0 -

250.0

200.0

150.0 4

100.0 4

s0.0

i 1 T 1 1 1 1 1 ' 1 ' { 1 '
May24 12:00 May25 12:00 May26 12:00 May27 12:00 May28 12:00 May29 12:00 May30 12:00

[ Average Latency
Max :

25.302 Min :  10.534
Avg - 19.049 Last : 22.650
Tot : SUEE. Cnt == =
W 95th Percentile Latency
Max :  50.805 Min :  16.640
Avg ©  34.793 Last :  46.101
Tot : Jmmmak Cnt : S=seaee

[@ 99th Percentile Latency
:om i

Max :  111.668 Min 28.461

Avg :  63.869 Last 99.449

Tot : ToASEk Cnt :  comame
W 99.5th Percentile Latency

Max :  162.661 Min :  35.113

Avg :  85.992 Last :  143.395

Tot : Amome Cnt : -
W Timeout 1: 250 ms

Max :  250.000 Min 250.000

Avg :  250.000 Last 256.000

Tot : ISEesms® Cnt : Sec.aee

Frame: 1w, End: 2018-05-30T18:20-07:60[US/Pacific], Step: 20m
Fetch: 913ms (L: 99.1k, 6.9k, 5.0; D: 5.9M, 3.5M, 2.5M)

+ simone simoneclient simone 2000 0 1 — =3 APPLY_VARIANT_EVENT 1000 m
CONSIIMF VARIANT 1000 E5E A



Evaluate Safety

PlayreadyLicenseCommand
PlayreadySecureStopRespCommand

PlayreadyLicenseCommand

APPLY_VARIANT_EVENT
CONSUME_VARIANT

Hystrix Timeouts
1000
y¥5Y Timeout!A

500
500

500

1000
1000
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Can more
automation
eventually
lead to fewer
experiments?

\_ /




Prioritize Experiments

I ' IOG.B-J,_L-—‘-———'_J_\_;,_:—IT*#J
.
| I 0.0 T T T T — I_I_I ————H etrles
19:02 19:04 19:06 19:08 19:10 19:12 19:14 19:16

Traffic Percentage

Latency
Experiment Type




Generate Experiments

Latency Latency

b
L o 4
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Is it time to Run Experiments

in Production?

J

Here we go!
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What happened?

14 0

Vulnerabilities Outages

Tooling Confidence
Gaps




Example Finding

| %8

Playback Service

License
Service



Hystrix: PlayreadyLicenseCommand Legend: mExperiment m Control

PROD:US-EAST-1 & [ £ B& Log PROD:US-EAST-1 * & [ ' BE Log PROD:US-EAST-1 ~ & [i) £ 2§ Log 8 8 8 5 O/
countSuccess countFallbackSuccess countFallbackFailure o
e R 1.0+ 1.0 .

40.0 4

10 HEE of cluster
traffic

T T T 0.0 T T T e.e T T T
13:50 14:00 14:10 13:50 14:00 14:10 13:50 14:00 14:10

PROD:US-EAST-1 @& [ & R Log PROD:US-EAST-1 * & [ Z E& Log
countFailure countShortCircuited

0.03
60.0. ’_;"_»: Ll
0.02]
0.0
n
I NEM [
| [
0.0 | |
| | 20.0 I
| \ ;
| | 1
| L | | |
0.00 11 i I = L 0.0 !

13:56 14:00 14:10 14:00

PROD:US-EAST-1 & [ £ & PROD:US-EAST-1 = @ [ £ E& Log
countThreadPoolRejected
5.04 n 1.04

HYSTRIX

DEFEND YOUR APP

0.0

T T T T T T
13:50 14:00 14:10 13:50 14:00 14:10




Fully validated fix in tool before rollout!

Service To Clone

Region

App

Cluster

Target

Properties

eu-west-1 s
dredd
dredd-noncritical
® Newest ASG Previous ASG Oldest ASG

=

Name
iis-client.niws.client.ReadTimeout
nf.dependency.circuit.PlayreadyLicenseCommand.exe...

nf.dependency.threadPool.PLAYREADY_LICENSE.core...

Value

150,250

400

20

Hystrix: PlayreadyLicenseCommand

PROD:EU-WEST-1 & i) & 5B Log

countSuccess

2

14is0 1sis0 15t 15'10 15'20

Py

PROD:EU-WEST-1 & [ I EE Log

countFallbackSuccess

Legend: m Experiment m Control

countFallbackFailure

1550 1850 1500 15:10 1520

18050 150 15'00 15:10 1520

WEST-1 & () &
countFailure

PROD:EU-WEST-1 @&

| &
countShortCircuited

1450 14750 15:00 1520 15:20

14530 1850 15'00 15:10 1520

1050 1a'50 15'60 15:10 1520

countThreadPoolRejected

PROD:EU-WEST-1 &

=
countsenaphoreRejected

14040 14750 15'00 1520 15:20

1850 1850 15'00 15:0 1520




After a day's worth of data, the results are
looking fantastic.

Every negative metric [for that Hystrix command]
had a drastic improvement, and some by an
order of magnitude.

--Robert Reta,
Playback Licensing r




config

changes

aaaaaaaa

What else can be safer?



How do you help teams build more resilient
systems?

e Apply the “Principles of Chaos” to tooling.
e Manage the heavy lifting.

Chaos
Non-Critical iti Vi °
S:rI:/ic;tOCv?mer. gl;:ncearl, vy Englneel‘.



You Must be This Tall to Ride?
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How to stay up in spite of change and turmoil?
e Functional sharding for fault isolation.
e Tune RPC calls.
e Use Chaos to validate config and resiliency strategies.

J

-

How to fail well?

How to help teams build more

resilient systems?
e Apply the “Principles of Chaos” to

e Functioning fallbacks.
e Use Chaos to close gaps in
traditional testing methods.

j tooling.
e Manage the heavy lifting.
Non-Critical Critical Service Chaos
Service Owner. Owner. Engineer.

>



You CGan Either Curl Up In A Ball And Die...

Or You Can Stand Up And Say, “We’re Different.
We’re The Strong Ones, And You Can’t Break
Us!”

Haley Tucker

Senior Software Engineer
Chaos Engineering

@hwilson1204




